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Artificial intelligence (AI) tools used in medicine, like AI used 
in other fields, work by detecting patterns in large volumes of data. AI tools 
are able to detect these patterns because they can “learn,” or be trained to 

recognize, certain features in the data. However, medical AI tools trained with 
data that are skewed in some way can exhibit bias, and when that bias matches 
patterns of injustice, the use of the tools can lead to inequity and discrimination. 
Technical solutions such as attempting to fix biased clinical data used for AI train-
ing are well intentioned, but what undergirds all these initiatives is the notion that 
skewed clinical data are “garbage,” as in the computer science adage “garbage in, 
garbage out.” Instead, we propose thinking of clinical data as artifacts that, when 
examined, can be informative of societies and institutions in which they are found.

Viewing biased clinical data as artifacts can identify values, practices, and pat-
terns of inequity in medicine and health care. Examining clinical data as artifacts 
can also provide alternatives to current methods of medical AI development. 
Moreover, this framing of data as artifacts expands the approach to fixing biased 
AI from a narrowly technical view to a sociotechnical perspective that considers 
historical and current social contexts as key factors in addressing bias. This broader 
approach contributes to the public health goal of understanding population ineq-
uities and also provides novel ways to use AI as a means of detecting patterns of 
racial and ethnic correction, missing data, and population inequities that are rel-
evant to health equity.

Medic a l A I  a nd Bi a s

We are witnessing the ascendance of AI. AI tools such as ChatGPT and DALL-E can 
appear to mimic human intelligence, but they are computer programs that catego-
rize, classify, learn, and filter data to solve problems, make predictions, and per-
form other seemingly intelligent tasks. AI tools used in medicine, like AI used in 
other domains, work by detecting patterns in large volumes of data. For example, 
AI can learn to detect anomalies in medical images after being trained on large 
numbers of images of anomalies. Medical AI has displayed impressive capabilities, 
especially in the field of radiology. Some AI tools are at least as accurate as 
highly experienced radiologists in identifying disorders in medical images.1,2

However, if medical AI tools are trained with data that are skewed in some way, 
these tools can exhibit bias. For example, an AI tool could be developed to detect 
disease in chest films. The tool would be trained with the use of a data set com-
posed of thousands of images of chest films with or without disease. The AI would 
learn to identify diseases from these images. Then, when shown a new image, the 
AI tool would be able to determine whether evidence of disease was present on the 
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chest radiograph. Ideally, this tool would be highly 
accurate at identifying disease, and it would also 
be accurate for everyone. However, the tool would 
become biased if the training data included a 
preponderance of images with particular charac-
teristics, such as chests of a certain size or shape 
or a pattern of difference in the way that the 
images were marked as showing or not showing 
disease.

This example is rooted in reality. Medical AI 
tools, like other AI applications, can become bi-
ased because of biases, both known and unknown, 
in the training data, and the bias may reflect soci-
etal inequities. A recent article exploring the use 
of AI to diagnose disease on the basis of chest 
images noted that even when trained with data 
sets of thousands of images, the AI model exhib-
ited a pattern of underdiagnosis in underserved 
and racial and ethnic minority groups.3 This 
pattern was especially glaring in intersectional 
groups such as Black and Hispanic women. A 
medical AI tool like this one is not only biased 
but is also a source of health inequity because 
there are already unjust health disparities in un-
derserved and racial and ethnic minority groups 
(Fig. 1). For example, in the United States, Black 
persons are less likely than White persons to re-
ceive an early diagnosis of lung cancer.4

In this example, AI bias, which is also referred 
to as algorithmic bias, is consequential because 
it can lead to algorithmic discrimination. The 
White House Office of Science and Technology 
Policy recently identified algorithmic discrimina-
tion as a key issue in its Blueprint for an AI Bill of 
Rights.5 Research and scholarly communities also 
recognize the potential for AI bias to become 
algorithmic discrimination. Some have offered 
technical solutions such as attempting to fix bi-
ased clinical data used for AI training. One way 
to fix training data is to include demographically 
representative data sets by bringing together, or 
“federating,” data from various clinical institu-
tions.6 Other solutions include artificially creat-
ing demographic diversity by imputing data that 
are missing from some demographic categories 
or by creating new synthetic data where data do 
not exist.7 Efforts are also under way to create new, 
diverse, and representative data sets for AI by in-
cluding in the data sets a broad diversity of people 
rather than artificially creating diverse data or 
patching different data sets together. The Na-
tional Institutes of Health recently launched the 

Bridge2AI program, a $130 million effort to build, 
from the ground up, diverse data sets that can 
be used to train and build new medical AI tools.8

No t J us t a  Data Bi a s Problem

Although each of these efforts is well intentioned 
and can achieve some progress toward minimiz-
ing AI bias and downstream discrimination, what 
undergirds all these initiatives is the notion that 
skewed clinical data are “garbage,” as in the afore-
mentioned computer science adage “garbage in, 
garbage out,” meaning that bad or faulty data lead 
to bad or faulty analytic outputs. Although we 
recognize that skewed or missing data can lead 
to algorithmic bias and discrimination, we pro-
pose an alternative approach to AI bias. We think 
of these data as artifacts. In the archeological 
and historical sense, artifacts are objects that, 
when examined, can provide information about 
societies, including institutions, activities, and 
values. Artifacts are important because of what 
they can reveal about earlier societies, even if they 
reveal beliefs and practices that may be at odds 
with those in contemporary societies.

In a similar way, we can think of clinical data 
used for AI as artifacts that can reveal what may 
be uncomfortable truths. For example, the widely 
cited research by Obermeyer and colleagues on 
algorithmic bias in medicine reveals that health 
care expenditures are lower for sicker Black per-
sons than for healthier White persons, resulting 
in an algorithm that distributes health care re-
sources inequitably.9 However, just as we would 
not view artifacts that show harm as garbage or 
as objects that should be fixed, so too we should 
not ignore current clinical artifacts. When viewed 
as an artifact that can illuminate social values, 
the biased clinical data identified by Obermeyer 
and colleagues show, as sociologist Ruha Benja-
min writes, that “Black patients do not ‘cost 
less’ . . . they are valued less.”10 Thus, when skewed 
clinical data are considered as informative arti-
facts, not garbage, we can harness the power of 
pattern recognition in AI to help us understand 
what these patterns mean in historical and con-
temporary social contexts. Below are three ex-
amples of how viewing biased clinical data as 
artifacts can identify values, practices, and patterns 
of inequity in health care. Examining clinical data 
as artifacts can also provide alternatives to cur-
rent methods of medical AI development.
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He a lth Data A rtifac t s a nd 
Va lues

There has been growing attention to the applica-
tion of racial and ethnic correction factors in 
clinical data. For example, in 2021, the Chronic 
Kidney Disease Epidemiology Collaboration re-
ported on a new equation to estimate a measure 
of kidney function (the glomerular filtration rate), 
without the use of a racial correction.11 This equa-
tion previously “corrected” for the supposedly 
higher muscle mass of Black persons. Research 
has shown that racial corrections in medicine can 
be traced back to the practice of using White male 
bodies as the reference, or norm, against which 
other bodies and physiological functions are 
measured. Although genetic ancestry may pro-
vide some clinically relevant information, such as 
genetic variants that confer protection against 
disease,12 there is a growing recognition that some 
racial and ethnic corrections in medicine need to 
be reevaluated, since the evidence supporting them 
may be dated, and the use of these corrections may 
deepen health inequities.13

An awareness of the history of racial correc-
tion of clinical data is important because clinical 
prediction models may build on the embedded 
logic that there is a biologically determinative 
relationship between race and aspects of physi-
ology, such as lung function.14,15 These data and 
assumptions can then be imported into the de-
velopment of medical AI tools. Seemingly invis-
ible biases such as racially “corrected” clinical 
data can be hard to fix with purely technical 
means if the history of racial correction is unrec-
ognized. Here we emphasize that racist values 
such as White normality or supremacy, though 
disavowed in contemporary medicine, can affect 
practice in the present as well as the develop-
ment of future medical AI tools if these data are 
used as training sets. Upstream examination of 
clinical data as artifacts by interdisciplinary 
groups comprising clinical staff, patients, engi-
neers or developers, and social science and hu-
manities scholars can reveal important, yet im-
plicit histories and other factors shaping the 
data. This kind of intervention can help identify 
data that would result in discriminatory AI tools 
downstream and suggest interventions for ad-
dressing the deep causes of these skewed data, 
such as reevaluating racial correction in clinical 
practice.

He a lth Data A rtifac t s a nd 
Pr ac tices

Viewing skewed health data as artifacts worthy 
of close examination can also identify health 
care practices, which can point the way to socio-
technical solutions to problems with data and 
data-centric tools such as AI. For example, gender 
identity is often missing in clinical data. Instead 
of thinking only of ways to fix these data or 
abandon the reams of data we already have, we 
can examine them for the rich information they 
present and consider what the missingness of 
data suggests about clinical and social practices, 
such as a lack of uniformity in terms referring 
to sex and gender in clinical parlance and the 
continued use, in medical intake forms, of out-
dated gender identity terms that may not apply 
to everyone.16 The missing data could also sug-
gest that some persons may not feel comfortable 
and supported in disclosing this information and 
that medical staff may lack the training or au-
thority to collect it.17

An artifact approach to health data also fa-
cilitates novel applications of the capabilities of 
AI. Because AI can quickly identify patterns, it can 
spot missingness in clinical data, such as the ab-
sence of certain racial groups, which can serve 
as a hypothesis-generating tool that can catalyze 
new, interdisciplinary research on clinical care 
and health inequities.18 If we approach these data 
as artifacts, we move away from the predominant 
framing of bias in AI as an issue that can be solved 
through technical means, such as by imputing 
missing data or creating new data sets.

He a lth Data A rtifac t s a nd 
Pat ter ns of Inequi t y

Examining health data as artifacts rather than 
as garbage can also help reveal patterns of ineq-
uity across populations in health care. Unfortu-
nately, there are numerous examples of unjust 
health disparities, or health inequities, specifi-
cally among racial and ethnic minority groups in 
the United States. Health data reflect these dis-
parities. As mentioned above, lung cancer is more 
likely to be diagnosed at an advanced stage of 
disease in Black patients than in White patients. 
If used to train a cancer prediction algorithm, 
this bias in the data might predict lower survival 
among Black patients. The lower predicted sur-
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vival, in turn, could affect the treatment options 
offered to these patients, especially in the case of 
treatment triage or rationing systems that favor 
patients who are expected to have better outcomes.

A purely technical response to this biased 
algorithm would be to use alternative data or to 
exclude the disease stage at diagnosis as an in-
put. However, viewing these data as an artifact 
can help reveal patterns of inequity that bring 
these differences at diagnosis to the foreground. 
The history of these data shows that just 2 years 

ago, the lung-cancer screening guidelines were 
changed because they had been disproportion-
ately classifying Black persons as ineligible for 
early cancer screening.19,20 Examining health data 
as artifacts helps illuminate a pattern of popula-
tion-level exclusion from preventive medical care. 
Without an awareness of this history, the data 
show a population that is predisposed to poor 
medical outcomes, and this kind of interpretation 
could undergird the development of new AI pre-
diction tools, which could, in turn, lead to new 
instances of undertreatment and exclusion (Ta-
ble 1).

Conclusions

The growing attention to bias within the AI and 
health care communities is a welcome develop-
ment, especially as we continue to experience the 
ebbs and flows of the coronavirus disease 2019 
pandemic. However, the harms of AI have often 
been imprecisely and narrowly considered as a 
data bias problem. Although there is value in 
innovating computational ways of altering data 
sets and engaging diverse participants in bio-
medical research, these cannot be the only solu-
tions, and they should not rely on the implicit 
notion that past and current health data have 
little to offer AI research and development today.

We propose shifting from a focus on the defi-
cits in health data to a consideration of these data 
as artifacts of human activities and values. We 
recognize the irony that artifact analysis in fields 
such as archeology is linked to a history of colo-

Figure 1 (facing page). Bias in Medical Artificial  
Intelligence (AI).

The use of AI in a health-related risk or outcome pre-
diction task (in this case, detection of disease in chest 
radiographs in underserved patient populations) de-
scribed by Seyyed-Kalantari et al.3 is shown. As shown 
in Panel A, data are first extracted from clinical sourc-
es that reflect the contexts in which the data were ac-
quired and recorded. Human biases, device-related bi-
ases (e.g., pulse oximetry showing incorrect blood 
oxygenation in patients with dark skin), and systemic 
biases from these sources are reflected in the data.  
As shown in Panel B, models are trained to maximize 
overall performance, which may result in benefit to 
one group at the expense of others. Models may also 
be unable to capture necessary interaction effects be-
tween clinical features and group attributes. As shown 
in Panel C, model audits are performed after training 
to ensure that important metrics, such as the inci-
dence of false positive “underdiagnoses,” are not 
markedly lower in one subgroup than in others. In the 
pie charts, red indicates the greatest incidence of false 
positive underdiagnoses. Subgroup performance au-
dits are a key first step in revealing underlying issues 
that should be addressed before model integration.

Table 1. Technical and Artifact-Based Approaches to Data Issues in Medical Artificial Intelligence (AI).

Data Issues Technical Approach Alternative or Complementary Artifact-Based Approach

Racial corrections Attempt to correct model performance after 
development in order to approximate dif-
ferences in performance observed between 
groups

Convene interdisciplinary group to examine history of data 
and current clinical use; adjust problem formulation 
(e.g., design model to diagnose inequities18), adjust 
model assumptions, or both

Missing data Collect additional data on groups; impute miss-
ing samples with the use of individual or 
group data; remove populations that are 
likely to have data missing from datasets

Convene interdisciplinary group to examine reasons why 
data are missing (e.g., lack of access or earned mis-
trust); increase education on structural barriers to  
medical care

Population disparities 
(e.g., disparities in  
diagnosis, treatment, 
or expenditures)

Use alternative data from diverse sources; ex-
clude data points or variables with popula-
tion differences as inputs for an AI model; 
disclose overall diagnostic accuracy and 
robustness checks

Examine population-level differences in undertreatment 
and exclusion; allow persons with limited social power 
or capital to influence the development of AI21 (e.g., 
conduct community participatory research to under-
stand health care needs), and create new AI tools if 
necessary
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nial exploitation and extraction. However, we draw 
on the tradition of historical artifact examination 
practiced by anthropologists such as Zora Neale 
Hurston, who aimed to illuminate undervalued 
histories and practices, as well as the work of cur-
rent scholars who argue for the importance of 
using an archival approach as an alternative to 
algorithmic fairness, and we apply these insights 
to health care.21,22 Examining health care data as 
artifacts expands the technical approach to data 
bias in AI development, offering a sociotechnical 

approach that considers historical and current so-
cial contexts as important factors. This expanded 
approach serves the public health goal of under-
standing population inequities and suggests nov-
el uses of AI to detect health equity–relevant data 
patterns. We propose this reframing so that the 
development of AI in health care can reflect our 
commitment and responsibility to ensure equi-
table health care now and in the future.

Disclosure forms provided by the authors are available with 
the full text of this article at NEJM.org.
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